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A B S T R A C T

In an IoT (Internet of Things) network, nodes need first to access the network resources before they can transmit
data. If the data to be transmitted require real-time guarantees, then the node should not be stuck in the
process of accessing resources. Quick and efficient access to the network resources is desirable for timely data
communication. To this end, we have studied the IEEE 802.15.4 and IEEE 802.15.4e-TSCH standards and have
proposed energy-efficient algorithms to ensure that the nodes can access the resources at the earliest. We have
proposed a ‘‘Device Registration’’ algorithm for IEEE 802.15.4 networks, which aims at increasing accessibility
of the Guaranteed Time Slots (GTSs) available in the superframe. The algorithm can be implemented by making
minor modifications to the parameters within the existing MAC framework. Similarly, we have proposed a
‘‘Sparse Beacon Advertisement’’, a beacon scheduling algorithm, for IEEE 802.15.4e-TSCH networks that aims
at reducing the wait time for a new node before it joins the network, even when there are few beacons being
advertised. Both these algorithms have been evaluated extensively using simulations and experiments on a
testbed. Our results show that in an IEEE 802.15.4 network, with the proposed algorithm, nodes are twice as
successful in accessing the GTS resources as they were before. Similarly, Sparse Beacon Advertisement reduces
the joining times by at least 60% in an IEEE 802.15.4e-TSCH network.
1. Introduction

Internet of Things (IoT) consists of a large number of interconnected
sensor and actuator nodes that communicate with each other to facil-
itate intelligent and autonomous applications such as safety, security,
environment monitoring, asset management, healthcare, etc. The ap-
plication of energy harvesting technologies due to advancements in
low power process technologies [1] has further accelerated untethered
operations of these nodes. For example, state-of-art technologies can
achieve an active current of 20 μA/MHz and a deep standby current of
150 nA [2]. Integrating these low power operational capabilities with
low power communication technologies like Bluetooth Low Energy
(BLE) [3], Z-Wave [4], IEEE 802.15.4 [5], and IEEE 802.15.4e [6]
hold the promise of extended lifetimes for mission-critical condition
monitoring applications. These applications generate sporadic data,
which is mostly event triggered and must be communicated across
the network with near-real-time guarantees. In these applications, the
nodes usually stay in a low power mode and communicate only when
events are detected. We also observe that the epicenter of such events
is restricted to a subset of ‘‘active’’ nodes. For example, in an intrusion
detection system, only the nodes at violated entry points will be trig-
gered while detecting an intrusion. In contrast, the rest of the nodes
can still maintain their regular duty cycle.

∗ Corresponding author.

Any network communication comprises of a handshake over the
control channel and an eventual data transmission on the data channel.
There are many low power MAC schemes well suited for data channels.
In contrast, the energy consumption of control channels is often ignored
with the assumption that it is mostly setup related and will be incurred
‘‘only once’’. For instance, in the beacon enabled mode of IEEE 802.15.4
technology, nodes must contend to send out their access requests for
the Guaranteed Time Slots (GTSs) in the Contention Access Period.
This method not only suffers from nondeterministic delays to obtain
resources, but it also exhausts a significant amount of energy. Even
though the standard was amended in 2015 and two MAC behaviors,
viz., Deterministic and Synchronous Multichannel Extension (DSME)
and Time Slotted Channel Hopping (TSCH), were incorporated in the
IEEE 802.15.4e-2015 revision [6] to support real time guarantees,
robustness, reliability and flexibility in data transmission in the emerg-
ing Industrial IoT (IIoT), assumptions regarding energy consumption
in control channel remain consistently in place. The IEEE 802.15.4
technology has a massive market footprint. Currently, half a billion
chipsets are available, and this number is likely to touch 4.5 billion
by the year 2023 [7]. Additionally, manufacturers have also released
combo chipsets. For instance, nRF52840 from Nordic Semiconductor is
an advanced Bluetooth 5, Thread, and Zigbee multiprotocol SoC [8].
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Moreover, the IEEE 802.15.4e-2015 amendments are limited to the
MAC sublayer of the IEEE 802.15.4 while the physical layer of the
standard is kept intact. Therefore, any node that supports the IEEE
802.15.4 radio can be upgraded to support TSCH based MAC as well. It
is, therefore, important to study the energy consumption of communi-
cation protocols in a holistic manner by including control channels to
complete the picture. In this work, we study the IEEE 802.15.4 and IEEE
802.15.4e-TSCH protocols and show how delays in control handshakes
can be avoided to ensure ultra-fast access to resources and prompt data
transmissions.

1.1. Motivation

Although the beacon enabled mode of networking in IEEE 802.15.4
is a mature technology, it cannot support time-critical sporadic data
transmission in its current form. Fig. 3 shows that the performance of
slotted CSMA/CA, i.e., the probability with which nodes can access the

TSs, is low due to two major shortcomings:

1. Channel assessments and backoffs are required to perform the
control handshake for accessing the GTS resources, due to which
the node may not be able to support real-time guarantees.

2. GTS resources, once acquired, get reserved, which might not be
suitable when working with a network where the number of
active nodes is dynamic. Reservation might lead to starvation
of another node and poor utilization of these resources.

o this end, we propose a ‘‘Device Registration’’ algorithm, which
cts as a precursor to the rich literature around the efficient GTS
esource usage schemes. Our algorithm provides nodes with efficient
ccess to GTS resources. To deal with the first concern, we restrict
he transmission of request packets in the Contention Access Period
CAP) without any channel assessments and backoffs. Also, CAP is
ivided into ‘‘microslots’’ so that more number of request packets can
e transmitted. In addition, we propose eliminating the reservation of
TS resources so that they can be appropriately utilized by the active
odes to mitigate the second concern. The proposed algorithm benefits
etworks that are powered by battery and harvested energy alike.

TSCH can support large networks that need strict real time guaran-
ees [9]. It combines frequency hopping capabilities with Time Division
ultiple Access (TDMA) and relies on Enhanced Beacons (EBs) for the

ormation of the network. These are broadcasted at regular intervals in
he network on different channels according to the channel hopping
ules to synchronize and advertise the network. A new node that
ishes to join the network gets associated with the network once it

eceives one of these beacons. However, such a node is unaware of the
hannel hopping rules and might spend a large amount of time and
nergy waiting for the reception of an EB before it can sync with the
etwork and start communicating. This can be seen from the entries
orresponding to the Minimal Configuration in Fig. 6 and Table 2. This
ait time is termed association time or the joining time. It depends
pon the number of EBs being transmitted and their frequency. On the
ne hand, transmitting fewer EBs or transmitting them less often can
ead to long joining times. However, transmitting large number of EBs
r frequent EB transmission might lead to EB collisions which again
ill lead to long joining times. To address this, we have devised a
eacon scheduling algorithm called the ‘‘Sparse Beacon Advertisement’’
hat reduces the joining times in scenarios when there are only a
ew beacons being advertised in the network. Since we are able to
chieve low joining times with few beacons, we are now not required
o increase the number and frequency of beacon transmission. Hence,
e can altogether avoid scenarios where the joining process is delayed
ue to beacon collisions. Reduced joining times also result in significant
nergy savings for the node trying to join the network.
2

The following are the major contributions of the paper:
1. Proposed a novel ‘‘Device Registration’’ algorithm for improving
the real-time support of IEEE 802.15.4 and demonstrated that
the proposed algorithm can be implemented with minor modi-
fications to the parameters without violating the existing MAC
framework of the beacon enabled mode of IEEE 802.15.4.

2. Evaluated the proposed ‘‘Device Registration’’ algorithm thor-
oughly using a testbed of 7 nodes, all of which support IEEE
802.15.4. The nodes form a star topology around the PAN co-
ordinator. The transmission power is set at 0 dBm, and Channel
26 has been used for communication. Comprehensive MATLAB
simulations were also performed to study the scalability of the
proposed algorithm.

3. Proposed a ‘‘Sparse Beacon Advertisement’’ for scheduling En-
hanced Beacons (EB) in an IEEE 802.15.4e-TSCH network to
facilitate quick and efficient association of nodes with the net-
work even when there are few EBs being broadcasted in the
network.

4. Evaluated and compared the performance of the proposed ‘‘Sparse
Beacon Advertisement’’ algorithm with different beacon schedul-
ing algorithms with the help of extensive MATLAB simulations.
A TSCH network was also implemented with the help of nodes
that support IEEE 802.15.4. The network emulates the process
of beacon advertisements in TSCH by combining beacon enabled
mode of IEEE 802.15.4 with channel hopping capabilities. The
network does not support data transmissions and is constructed
solely to validate the reduction in joining times as observed
during simulations and to calculate the reduction in the joining
node’s energy expenditure.

The rest of the paper has been organized as follows: Section 2
gives a small overview of the IEEE 802.15.4 and IEEE 802.15.4e-
TSCH standards. Section 3 discusses the research works that have been
conducted with respect to both these standards. Section 4 gives the
details about the proposed ‘‘Device Registration’’ algorithm for the
IEEE 802.15.4 networks along with the details of its implementation,
evaluation, and a discussion on the obtained results. Details for ‘‘Sparse
Beacon Advertisement’’ are provided in Section 5 along with the details
of its implementation, evaluation, and insights from the results. The
paper is concluded in Section 6.

2. Background

In this section, we give an overview of the MAC layer of IEEE
802.15.4 and IEEE 802.15.4e-TSCH.

2.1. IEEE 802.15.4 – Beacon-enabled mode of communication

Network communication, with the beacon-enabled mode of IEEE
802.15.4, is structured using superframes, which are delimited by
beacons broadcasted periodically by a PAN coordinator (henceforth
called base station in this paper). The beacon is followed by an active
period and an inactive period. The base station goes to a low power
mode in the inactive period, and hence all the communication occurs
within the active period. The active period is further divided into 16
equal slots, 9 of which make up the Contention Access Period (CAP),
and the rest 7 constitute the Contention Free Period (CFP). In CAP,
nodes contend among themselves to access the channel using slotted
CSMA/CA. The slots available in CFP are called Guaranteed Time Slots
(GTSs). In these slots, nodes have exclusive rights to use the channel,
and hence, these slots can provide support for time-critical traffic.

When a node wishes to use the GTSs, it must transmit an allocation
request to the base station, which essentially has information about
the data length that the node is expected to transmit so that adequate
GTSs can be allocated. The node sends this packet in CAP using slotted
CSMA/CA for channel access. Once the base station receives the packet,

it checks the requirement of the node and the available GTS resources.
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If adequate GTS resources are available, the base station allocates the
resource to the node and lets it know about the same with the next
beacon. A successful node can keep using this resource until it sends an
explicit deallocation request to the base station or until the base station
notices a period of inactivity for the allocated resources and deallocates
them.

2.2. IEEE 802.15.4e-TSCH – Time slotted channel hopping

TSCH combines frequency hopping capabilities with Time Division
Multiple Access (TDMA) to reduce unwanted packet collision and low
duty cycles. TSCH maintains a rigid time schedule by dividing the time
into fixed length timeslots. A timeslot can accommodate a maximum
size data packet and its associated acknowledgment. A collection of
these timeslots forms a slotframe, and these slotframes repeat periodi-
cally. Each of the timeslots inside a slotframe is indexed, and the indices
repeat with the periodicity of the slotframe.

Network formation in a TSCH network begins when a PAN coor-
dinator wakes up and starts transmitting EBs. The frequency of EB
transmissions increases progressively as more nodes successfully join
the network. These beacons announce the presence of the network as
well as maintain time synchronization in the network. Along with the
slot index, each timeslot also has an associated Absolute Slot Number
(ASN), which increments after every slot. 𝐴𝑆𝑁0 indicates the first ever
timeslot in the network. PAN coordinator keeps track of this number
and advertises the current value with every EB.

A node gets associated with the network when it receives an EB.
The EBs provide the node with time and security related information,
which synchronizes it with the network. Upon synchronization, the
node can transmit its own EB and eventually start communicating with
other nodes in the network. For communication, a link is provided to
the node. The link is defined by a tuple - [𝑡𝑠, 𝑐ℎ𝑜𝑓 ], where 𝑡𝑠 indicates
the timeslot index in a slotframe and 𝑐ℎ𝑜𝑓 is the channel offset to
be used for the communication. Channel offset indicates the logical
channel that is to be used, and its value belongs to the set [0, 𝑁𝑐 − 1],
where 𝑁𝑐 is the total number of channels allowed for channel hopping.
Technically, all 16 channels can be used but the user can blacklist
specific channels based on their channel quality. The logical channel
offset can be mapped to a physical channel (𝑐ℎ𝑝ℎ) using a truth table,
𝐹 , defined as [9]:

𝑐ℎ𝑝ℎ = 𝐹 [(𝐴𝑆𝑁 + 𝑐ℎ𝑜𝑓 )%𝑁𝑐 ] (1)

A node, upon waking up, randomly selects one of the physical
channels being used for communication and stays on the same physical
channel with its receiver on until and unless it receives an EB. Once the
EB is received, it performs a handshake with the transmitter of the EB,
thereby synchronizing with the network.

3. Related works

After having discussed some background about the protocols, we
now discuss recent works in the field of IEEE 802.15.4 and IEEE
802.15.4e-TSCH.

3.1. IEEE 802.15.4 – Related works

Several works in the literature have studied the IEEE 802.15.4 MAC
layer to enhance its performance [10]. Given the billions of devices in
future IoT networks, successful access to GTS resources is essential and
has not been addressed directly in the literature. In several GTS-assisted
applications where there are hard deadlines to be met, a significant
number of research works describe schemes and improvements in the
manner GTS can be utilized. However, the mechanism and its issues,
through which the base station realizes that there are nodes that have
requested access to GTS resources, is not paid much attention. All the
3

works assume that the base station already knows about the devices
that need GTSs. [11] and [12] aim to improve GTS scheduling by
assigning priorities to different nodes and then allocating the GTS
resources. [13] analyzes GTS allocation for applications with deadlines
and models the stability, delay, and throughput from a GTS alloca-
tion using Markov Chains. [14] has proposed an implicit mechanism
using which the GTS can be allocated to different nodes in a time-
sensitive network. Several investigations have been conducted into
bandwidth utilization schemes for CFP. [15,16] address the fragmen-
tation problem in GTS and allow multiple nodes to share GTSs. They
have also divided GTSs into even smaller slots so that more nodes
can be accommodated. Similarly, [17] allows adjusting the size of GTS
according to the data size demand of the node which has requested
to access the resource. [18] attempts to modify the active period in
accordance with the number of nodes that are requesting to access GTS
resource. They have also proposed that reducing the size of a single
GTS can help accommodate data from a larger number of nodes than
before. [19] proposes a resource management scheme for improving
the bandwidth utilization and meeting delay requirements in a home
automation system by modifying GTS command frame, implementing
two different queues for GTS allocation and deallocation, scheduling
GTS resources in an optimal manner and operating sensors with power
saving algorithm. [20] proposes an advanced GTS scheduling which
eliminates the GTS request packets during CAP and allocates GTSs to
nodes in order of their discovery. However, even with the proposal, a
maximum of 7 nodes can be scheduled in the CAP period.

To summarize, most works focus on strategies to allocate GTS
resources among the requesting nodes. They assume that the devices
have completed registration and are just waiting to be allocated a GTS. In
contrast, we address the problem related to standard access mechanism
and aim towards improving device registration performance so that the
available literature on GTS utilization can be used to their full potential.

3.2. IEEE 802.15.4e - TSCH – Related works

As discussed in Introduction 1, a node needs to receive an EB before
it can join the network, and the joining time can vary depending on the
manner the beacons are scheduled in the network.

TSCH does not provide a beacon scheduling algorithm, but Internet
Engineering Task Force (IETF) has defined a Minimal Configuration
that states the minimal set of rules for bootstrapping a TSCH net-
work [21]. Minimal scheduling algorithm schedules one slot every
slotframe for the transmission of beacons. This configuration is well
suited when the network has reached its steady-state operation, and
there are very few new nodes waiting to join the network. However,
one slot per slotframe is not sufficient to ensure quick association
during network bootstrap. Consequently, several research studies have
been conducted to evaluate the network association process and inves-
tigate avenues for further improvement [22,23]. Markov Chain based
analysis has been performed for studying the network formation [24,
25]. [24] proposes a random advertisement algorithm for transmissions
of EBs, and the formulation concludes that each node which is a part of
the network should transmit EBs with a probability that is a function
of the total number of nodes in the network. [25] calculates the
average association time and formulates an optimal schedule for beacon
advertisement that minimizes the association time. Furthermore, a
near-optimal schedule, viz., Model Based Schedule (MBS) has been
devised. Various beacon scheduling algorithms, viz., Random Vertical
(RV) Filling, Random Horizontal (RH) Filling, Enhanced Coordinated
Vertical (ECV) Filling, and Enhanced Coordinated Horizontal (ECH)
Filling have been proposed [26,27]. ECV and ECH are extensions of
RV and RH, respectively, and are more complex and energy-hungry.
These algorithms allocate the different timeslots and channel offset for
advertising the beacons. Average association time has been modeled as
a function of node density, reliability, and frequency of beacon trans-
mission. Experiments are also performed to evaluate the performance

of the proposed algorithm. Deterministic Beacon Algorithm (DBA) has
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been proposed and shown to perform better than RV and RH algo-
rithms [28]. Enhanced DBA (EDBA) is proposed in [29]. EDBA is also
modeled based on Markov Chain, and it aims towards a collision-free
beacon advertisement that minimizes the average association time. The
algorithm is evaluated using NS3 simulations and outperforms the MBS
algorithm. Advertisement Timeslot Partitioning (ATP) [30] increases
EB transmission rate by sending multiple EBs in the same timeslot as
EBs are much shorter than the maximum size data packet that can
be accommodated in a timeslot. Another autonomous EB scheduling
policy named Collision Free Advertisement Scheduling (CFAS) has
been proposed [31]. CFAS claims that collisions of EBs are completely
avoided as the nodes pick slots for EB transmissions based on their
unique identifiers, and its performance is shown to be better than that
of ECV and ECH algorithms.

As can be seen from the literature, almost all research works aim to-
wards allocating sufficient resources for beacon transmission. However,
the benefits of these algorithms can be reaped once multiple EBs are
being transmitted in the network. The performance does not improve a
lot when very few beacons are being transmitted in the network. In this
paper, we aim towards scheduling the beacons so that even with few
beacons being advertised in the network, the nodes can quickly join the
network.

4. Adapting IEEE 802.15.4 for improved device registration prob-
ability

To implement the proposed ‘‘Device Registration’’ algorithm for
IEEE 802.15.4 networks, we have considered a network that consists of
energy-constrained nodes, out of which 𝑛 nodes are active at any given
time, and a grid-powered base station (Fig. 1(a)). The nodes and the
base station are arranged in a star topology. To support real-time data,
the network implements the beacon-enabled mode of IEEE 802.15.4.
Data transmission is prohibited during CAP and allowed only using the
GTSs. To gain access to the GTSs, active nodes need to transmit their
registration requests during CAP. The registration request packet is a
standard IEEE 802.15.4 packet with one-byte payload. If the request
packet of a node reaches the base station without any collision or
corruption, the node is said to have ‘‘registered’’ successfully with the
base station. As indicated in Section 2.1, 9 slots of CAP are significantly
larger than the transmission duration of a single registration request.
With these bigger slots, only a few registration requests can be accom-
modated within the CAP, and this reduces the chances of registration.
Therefore, we have divided the CAP into much smaller slots, each of
which is adequate for transmitting a single registration request. These
smaller slots are termed ‘‘microslots’’, and the nodes choose one of these
microslots for transmitting their request. With smaller microslots, the
nodes can choose from a larger collection, and hence the chances of
successful registration increase.

A deadline, 𝐷, is set by the base station to complete device regis-
tration, and nodes that can successfully register within this time are
allotted a GTS. The deadline is announced by the base station as a part
of the beacon payload and is set to support the real-time guarantees.
The basic idea is that all active nodes (ideally) should register within
the set deadline. The CAP is divided into 𝑚 microslots (Fig. 1(b)), each
of duration (𝐷𝑚). The number of microslots (𝑁𝑚) available within the
eadline is given by Eq. (2).

𝑚 = ⌊

𝐷
𝐷𝑚

⌋ (2)

The nodes choose one of these available microslots randomly and
independently for transmitting their requests. We can list the key points
of the proposed device registration algorithm as follows:

1. Eliminate clear channel assessment and multiple backoffs,
2. Divide the CAP into multiple smaller microslots,
3. Fix deadlines in CAP to support real-time guarantees,
4. Prohibit nodes from transmitting data in the CAP,
4

5. Free GTS resources after every superframe and therefore elimi-
nating unnecessary reservation of GTS across superframes.

The pseudocode of the proposed algorithm is shown in Algorithm 1.
Once a node has calculated 𝑁𝑚 and picked a random microslot (𝑚𝑝𝑖𝑐𝑘𝑒𝑑)
from the available ones for transmitting the registration request, it
backs off till time 𝑇 , given by Eq. (3), where 𝑇𝐵 is the time when the
beacon arrived. At time 𝑇 , it transmits the registration request without
any clear channel assessment and goes to low power mode again. When
the deadline 𝐷 gets over, the node wakes up to receive a transmission
from the base station to determine if they have successfully registered.
The successful nodes are allocated GTSs in the order of their discovery
and can now transmit data in their respective slot.

𝑇 = 𝑇𝐵 +𝐷𝑚 × 𝑚𝑝𝑖𝑐𝑘𝑒𝑑 (3)

Algorithm 1 Device Registration for Star Network
1: procedure RegisterDevice(D)
2: Calculate 𝑁𝑚 using Equation (2).
3: Pick a microslot randomly between 1 and 𝑁𝑚.
4: Calculate 𝑇 using Equation (3) and take backoff.
5: Transmit registration request at 𝑇 .
6: Go to low power mode till 𝐷.
7: Receive transmission from the base station at 𝐷.
8: if Registration == Successful then
9: Transmit data in GTS.
0: else
1: Go to low power mode till next beacon

The number of nodes registering successfully within the deadline D
is, of course, a random variable. A detailed study of its corresponding
probability distribution is available in [32].

4.1. Implementation

The wireless sensor node platform uses CC2530 system-on-chip
solution from Texas Instruments [33], which supports IEEE 802.15.4
radio with a receiver sensitivity of −97dBm. There are seven nodes in
the network along with a base station, and they transmit packets at 0
dBm. Channel 26 has been used for conducting the experiments. The
hardware linear forward shift register pseudorandom number generator
in-built in the SoC has been used for generating the random numbers
for the algorithm. The registration packet, which is 13 bytes long, takes
a total of about 500 μs for transmission. Along with this, around 400 μs
is required for radio turn around (switching of the radio from reception
mode to transmission mode and vice versa). From this result, it was
concluded that the duration of the microslot, i.e., 𝐷𝑚, can be fixed at
1 ms. The algorithm is implemented using the following modifications
to various parameters of IEEE 802.15.4 MAC:

1. The standard framework of a superframe has been kept intact.
The base station broadcasts beacons regularly to maintain syn-
chronization across the network. We, however, have confined
data transmissions to CFP, and only the registration requests
are transmitted in CAP. Deadline has been introduced in CAP
to ensure that the nodes can inform the base station regarding
their transmission requirements before the CFP starts. This pro-
vides the base station with enough time to recognize the nodes
that have successfully registered and, thus, allocate appropriate
resources.

2. The standard suggests that the basic slot period should be at least
𝑎𝑈𝑛𝑖𝑡𝐵𝑎𝑐𝑘𝑜𝑓𝑓𝑃𝑒𝑟𝑖𝑜𝑑 long, which is about 20 symbol periods
or 320 μs [34]. In our implementation, following the standard
norms, we have considered this basic period as the duration of

a microslot which is 𝐷𝑚 = 1 ms long.
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Fig. 1. System configurations — Topology and Communication.
3. After a node receives a beacon; if it wishes to communicate
data, the standard suggests that the node should take a random
backoff. The backoff exponent is then initialized as 𝐵𝐸 =
𝑚𝑎𝑐𝑀𝑖𝑛𝐵𝐸, whose default value is 3. Then the number of
backoff slots is given as 𝐵𝑆 = 𝑟𝑎𝑛𝑑(0, 2𝐵𝐸 − 1), each of period
𝑎𝑈𝑛𝑖𝑡𝐵𝑎𝑐𝑘𝑜𝑓𝑓𝑃𝑒𝑟𝑖𝑜𝑑 [34]. In our implementation, we have
modified the number of backoff slots as 𝐵𝑆 = 𝑟𝑎𝑛𝑑(1, 𝑁𝑚), each
of duration 𝐷𝑚.

4. According to the standard, the channel assessments performed
after any backoff is controlled by the Contention Window (𝐶𝑊 )
parameter. The standard initializes its value to 2 [34] so that
two channel assessments are performed before the nodes trans-
mit data. The channel assessments are performed until and
unless 𝐶𝑊 ≠ 0. We eliminate the channel assessment before
transmission of the request packet by fixing 𝐶𝑊 = 0.

5. According to the standard, the originator of a message may
or may not request the recipient for an associated acknowl-
edgment [34]. If the acknowledgment is not requested, the
originator assumes that the transmission was successful. In our
implementation, the nodes do not ask for an immediate acknowl-
edgment from the base station after they transmit the registra-
tion request and go to a low power mode following the trans-
mission. In addition, the nodes are not allowed to retransmit the
request packets, and thus, we initialize, 𝑎𝑀𝑎𝑥𝐹𝑟𝑎𝑚𝑒𝑅𝑒𝑡𝑟𝑖𝑒𝑠 = 0.

6. After the registration deadline 𝐷 gets over, the base station
transmits a broadcast containing the IDs of the nodes that have
successfully registered along with the sequence in which they
can transmit their data in the CFP. This implies that the broad-
cast also contains information about the resources that have
been allocated to different nodes. This transmission is similar to
GTS descriptors [14] that are added to beacons.

7. The nodes that have successfully registered can use the GTS
resources available after the registration period. However, once
the superframe is over, the resources are no longer available to
the same set of nodes. In the next superframe, nodes with data to
send must again attempt to reserve GTS slots. Therefore, in our
proposed algorithm, there is no announcement of GTS reserva-
tions using the GTS descriptors of a beacon, and therefore, GTS
descriptors are not added to the beacons.

4.2. Evaluation

The proposed algorithm has been evaluated with the help of exten-
sive simulations and experiments. The experimental testbed is shown
in Fig. 2. To emulate that out of all the nodes in a network, only a few
are ‘active’ at any given time, nodes are powered using solar panels
and are placed under solar emulators. When the solar emulators were
switched off, the associated nodes go to a low power mode. The nodes
are activated when their associated emulator is turned on. The base
station, on the other hand, is powered using batteries to ensure that
the availability of energy does not constrain its operation.
5

4.2.1. Experimental results
To conduct the experiments, a Beacon Interval of 2 s has been set

up. The active period is set to be about 123 ms long. This is achieved
by setting the values of Beacon Order, 𝐵𝑂 = 7 and Superframe Order,
𝑆𝑂 = 3 [10]. A deadline of 49 ms has been set to schedule the transmis-
sion from the base station, which informs the nodes if their registration
is successful at the beginning of CFP. There are 7 active nodes (𝑁)
in the network. The experiments capture how successful the nodes are
in registering with the base station when deadlines are specified. The
chosen metric is success probability. To calculate this, the experiment
is run continuously for 1000 superframes and this exercise is repeated
10 times. Fig. 3 shows a comparison between the results obtained using
the proposed algorithm and the IEEE 802.15.4 standard on a network
with 7 nodes. The 𝑥-axis depicts the number of nodes, 𝑥, and the y-
axis represents the tail probability of 𝑥 nodes registering within the
deadline. For the comparison, the CAP follows the slotted CSMA/CA.
To maintain fairness among both the implementations, we maintain a
deadline of 49 ms for both of them. In the standard implementation,
to ensure that the deadline coincides with the slot boundary of one of
the 9 slots of CAP, CAP is divided into 7 ms slots, and the first 7 slots
are used for registration. The results depict that the performance of our
algorithm shows 2x improvement as compared to the standard slotted
CSMA/CA. The experimental results also illustrate that the results were
obtained with a confidence interval of ±0.025 with a confidence of 0.9.

4.2.2. Simulation study
We have carried out extensive simulations of the proposed system

model [32] to obtain insight into the scalability of the algorithm.
MATLAB simulations are performed to figure out the efficacy of the
algorithm when we consider a large number of nodes as with large node
populations, performing experiments is a daunting task. The network
maintains a star topology, and the number of nodes in the network
is varied from 10 - 30 for the simulations. The registration deadline is
kept fixed at 49 ms. All the nodes are considered to be within the com-
munication range of the base station. Interference and capture effects
have not been considered while performing the simulations. Therefore,
a packet is considered to be lost only when it collides with another
packet. In addition, we also simulate slotted CSMA/CA, where nodes
take backoffs and perform channel assessment before transmitting the
registration packets. However, in situations that leads to the collision
of two or more registration packets, retransmissions are not allowed so
that a fair comparison between the two algorithms can be attempted.
To calculate the success probabilities, 100,000 superframes are simu-
lated. Fig. 4 compares the performance of the proposed algorithm with
that of slotted CSMA/CA for large networks. The nomenclature of this
figure is similar to that of Fig. 3.

It can be observed from the comparison that the proposed ‘‘Device
Registration’’ algorithm provides better success probabilities for reg-
istration packets than those offered by the standard setup of slotted
CSMA/CA. We can see from the figure that in a situation where 𝑁 = 10
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Fig. 2. Testbed Setup. The setup is shown on the left and a single sensor node is shown on the right.
Fig. 3. Comparison between the proposed Device Registration Algorithm and slotted
CSMA/CA with 7 nodes in the network and a deadline of 49 ms.

nodes are active in the network, the probability that all of them register
successfully is about 0.4 when the proposed algorithm is employed.
On the other hand, when slotted CSMA/CA is employed, the same
probability drops to less than 0.05. Despite the superior performance
of the proposed algorithm, it does not scale well, and the probabilities
of successful registration drop significantly with the increase in the
number of active nodes in the network, as depicted in the figure. If we
increase the deadline, a larger number of nodes can be accommodated.
However, in doing so, we may also have to extend the active period of
the superframe so that there are enough CFP resources to accommodate
data from all the nodes.

4.2.3. Energy savings
Having demonstrated the ability of the algorithm to improve the

device registration success, we calculate the energy efficiency of the
algorithm. The results are compared with the scheme when slotted
CSMA/CA is used for transmitting registration requests. To calculate
the energy consumed by a node during its operation, we measure the
current it is drawing [35] and the voltage it is operating at. The product
of these two quantities, along with the time for which the node is in
operation, delivers the energy consumed by the node. In our proposal,
the nodes switch on their radios only when they wish to transmit the
registration request and keep them switched off for the rest of the
period. However, the timers must stay active so that proper duty cycles
can be maintained. The node takes one microslot for transmission and
maintains low power for the rest of the registration period. This is a
significant factor that leads to energy saving in the proposed algorithm
as the channel assessment and backoffs have been eliminated.

The energy comparison can be made for the best and the worst
transmission scenarios for a node. The best transmission scenario as-
sumes that the node gets a transmission slot at the beginning of the
registration period. The energy consumed under the best transmission
6

Fig. 4. Comparison of success probabilities, obtained with the proposed algorithm and
slotted CSMA/CA, with different number of nodes in the network. The deadline is set
to 49 ms.

Table 1
Comparison of energy consumed while accessing the GTSs using the slotted CSMA/CA
𝐸𝑡𝑜𝑡𝑎𝑙(𝐶𝑆𝑀𝐴) and the Proposed Algorithm (PA) 𝐸𝑡𝑜𝑡𝑎𝑙(𝑃𝐴) (Energy in mJ).

Deadline 𝐸𝑡𝑜𝑡𝑎𝑙(𝐶𝑆𝑀𝐴) 𝐸𝑡𝑜𝑡𝑎𝑙(𝑃𝐴) Percentage improvement

49 ms 1.52 1.38 9.2
56 ms 1.71 1.54 9.9

scenario is almost the same with both slotted CSMA/CA and the pro-
posed algorithm. The worst transmission scenario, however, assumes
that the node does not get any transmission slot until the very end of the
registration period. This implies that when the proposed Device Regis-
tration algorithm has been employed, the node stays in a low power
mode for the entire duration of the registration period and wakes up at
the last slot to transmit its registration request. On the other hand, if a
node is using slotted CSMA/CA for transmitting the registration packet,
it means that the node has performed several channel assessments,
encountered a busy channel in each of these assessments, has taken
appropriate backoffs and has found a free channel only at the end.
In such situations, the node spends a considerable amount of energy
performing channel assessments apart from the energy consumed in
the transmission of the registration request packet. If the deadlines are
large, the nodes might have to perform more channel assessments than
what would have sufficed for scenarios with small deadlines. Similarly,
with the proposed algorithm, with longer deadlines, the nodes stay in
low power mode for long periods, and this leads to a slight increase in
energy consumption. For example, for a deadline of 49 ms, the node
stays in low power mode for 48 ms, and for a deadline of 56 ms, this
time increases to 55 ms. Table 1 tabulates the energy consumed by
a node with both the slotted CSMA/CA standard and the proposed
algorithm under this worst-case scenario. The energy comparison shows
that for every node, the energy consumption reduces by 10% when the
proposed algorithm is used.
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4.3. Device registration – Discussion and insights

Several insights can be gathered from the results obtained after eval-
uating the proposed device registration algorithm for IEEE 802.15.4.

First and foremost, we can note from Fig. 3 that the proposed
Device Registration algorithm shows almost a two-fold (2x) increase
in the success probabilities for registration compared to the slotted
CSMA/CA scheme. We can observe from the same figure that with
the proposed scheme, 5 out of 7 nodes are able to register successfully
with a probability of 0.9. Whereas, in the case of the slotted CSMA/CA
scheme, this event has a probability of 0.57. Only 5 nodes register with
the base station when the registration requests of the other two nodes
have collided. The chances of such collisions have been brought down
to just 10% with the proposed scheme.

A significant step that we have implemented to achieve this im-
provement is to eliminate channel assessments and backoffs. As re-
ported in Table 1, this choice leads to an energy savings of about 10%.
Eliminating channel assessments and backoffs imply that mechanisms
to avoid collisions have been removed. To reduce the collisions of
the registration packets, the division of CAP into microslots comes to
our aid. This division provides the nodes with ample slots to choose
from for transmitting their registration requests, thereby, reducing the
chances of their collisions. In spite of this, the registration packets do
experience collisions, and since retransmissions are not allowed, the
nodes whose registration packets have collided are unable to register
successfully with the base station. To avoid such situations, we can ex-
tend the algorithm and allow multiple transmissions of the registration
requests. [32] discusses this in more detail. It should be noted that
eliminating channel assessment and backoffs, along with the prohibi-
tion of data transmissions in CAP, does not hinder the eventual data
transmission. The nodes in our network have to transmit data with real-
time guarantees, and in such a situation, transmitting data packets in
CAP will not be advisable as contention-based access cannot guarantee
timely delivery of data. Therefore, the data must be transmitted data
during CFP and not during CAP.

The IEEE 802.15.4 allows only 7 slots in CFP. According to our
implementation, where the active period is 123 ms (Section 4.2.1),
CFP is 53 ms long and a total of 1656 bytes can be transmitted in
his duration at a data rate of 250 kbps. However, this number is not
bsolute and can be varied by varying the duration of the active period.
owever, the standard suggests that a maximum of 7 nodes can be
ccommodated. This is definitely not enough to satisfy the requirements
f a network if there are more than 7 nodes requesting the usage of
TS. Therefore, several works in the literature attempt to improve the
TS resources utilization (Section 3.1). For example, let us assume that
e have an application that demands that nodes send 50 bytes long
ackets. If we implement the scheme where the size of the GTSs is
ixed based on the node’s bandwidth requirement [17], then we can
ccommodate transmissions of up to 33 nodes in CFP. If, however, this
rrangement does not suit us, we can increase the superframe duration
uch that more nodes can be accommodated. However, improving GTS
tilization can be futile if nodes are unable to access them as their
equests did not reach the base station due to issues with channel
ontention. Therefore, improving the utilization of GTS alone does
ot help unless nodes can access these resources. Using the Device
egistration algorithm, we can ensure that multiple nodes are able to
ccess the resources efficiently, thereby making efficient use of the CFP
esources that have been made available.

As explained in Section 4.1, we have implemented our proposed
lgorithm with minor parameter modifications in the existing MAC of
EEE 802.15.4. Our implementation follows the basic framework of
eacon enabled mode of communication described in the standard. We
ave not proposed a new MAC for improving the real-time support us-
ng IEEE 802.15.4. This way, our proposed algorithm can be adopted by
he existing IEEE 802.15.4 network without going through an extensive
7

pgrade. o
The scalability analysis for the proposed algorithm can be seen in
ig. 4. These results show that the probability of successful registration
ecreases when the number of active nodes in the network increases.
ven in such cases, we cannot go back to IEEE 802.15.4 with standard
AP and CFP, as can be seen from Fig. 4. Success probabilities obtained
hen slotted CSMA/CA is employed for transmission of registration

equests are worse than those obtained using the proposed algorithm.
hannel assessment and backoffs suggested by the standard makes it
nsuitable for supporting real-time guarantees. When the number of
odes requiring real-time guarantees for data transmission increases,
t is better to employ a deterministic manner of scheduling the trans-
issions rather than relying on a probabilistic approach for channel

ccess. Therefore, in such situations, it should be advisable to deploy
network supporting IEEE 802.15.4e-TSCH, which can easily support

raffic that requires real-time guarantees. However, this would mean a
aunting task of upgrading all the existing IEEE 802.15.4 networks to
EEE 802.15.4e-TSCH.

. Sparse Beacon Advertisements for faster node associations in
EEE 802.15.4e-TSCH networks

From the previous sections, we have gathered that for large net-
orks that require real-time guarantees, employing the IEEE 802.15.4e-
SCH standard is beneficial. However, as explained in Introduction 1,
SCH is a relatively new MAC standard and suffers from long joining
imes before a new node can join the network, especially if there
re very few beacon advertisements. Hence, in this paper, we have
ttempted to tackle beacon scheduling in a network with a limited
umber of beacon advertisements.

To implement the proposed ‘‘Sparse Beacon Advertisement’’ for
cheduling the beacons, we have considered a network that has 𝑛 nodes,
ne of which is the PAN coordinator, that starts the network and is
he first one to begin the beacon advertisements. As the nodes join the
etwork, they all begin advertising the beacons, thereby increasing the
umber of beacons being advertised in the network. We also assume
hat only one node wants to associate with the network at any given
ime. The ‘new’, unsynchronized node can join the network by receiv-
ng a beacon from any advertising node. Once a beacon is received,
he node can synchronize with the network and start transmitting its
wn beacon. We have not applied any topology restriction over the
etwork, as TSCH can handle any topology. Also, we have not paid
ttention to data transmission and have focused only on the control
andling involved while bootstrapping the network and establishing
he synchronization over the network.

In our proposed algorithm, the beacons are not transmitted on all
he channels that have been configured for data transmission. Instead,
e restrict the transmission of beacons on only a subset of these

onfigured channels. Before a ‘new’ node is deployed to join the net-
ork, details about basic parameters such as node IDs, security keys,

lot timing information, the total number of channels being used for
ommunication, etc., must be configured into the node. Along with
hese parameters, we can also configure the channels that are being
sed for beacon advertisements. According to the standard, the first slot
f every slotframe is reserved for the transmission of beacons. Hence, as
hown in Fig. 5, beacons can be transmitted only on the slots depicted
n green.

Even though the number of channels for beacon transmissions is
estricted, there is no need to implement a separate truth table that
laborates the channel hopping sequence for the beacons. Instead, a
ingle truth table can be implemented to describe the channel hopping
equence of beacons as well as data transmissions. Assuming that a
otal of 𝑁𝑑 channels are being used for data transmission, the channel
opping sequence will have 𝑁𝑑 entries. Channels offsets [0, 𝑁𝑑 −1] can
e mapped to their respective entries in this hopping sequence using
q. (1) with 𝑁𝑐 = 𝑁𝑑 . If out of 𝑁𝑑 channels, 𝑁𝑏 channels are used
or beacon transmissions, the channel offsets [0, 𝑁𝑏 −1] can be used for
eacon transmission. These offsets can be mapped to the first 𝑁𝑏 entries

f the same channel hopping sequence using Eq. (1) with 𝑁𝑐 = 𝑁𝑏.
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Fig. 5. Slotframe structure for the TSCH setup. There are 101 slots in a slotframe and a multi-slotframe consists of 5 slotframes. There are a total of 𝑁𝑑 channels for data
transmission and out of these, only 𝑁𝑏 channels are used for beacon transmission. SN is the Slot Number associated with every slot in a slotframe and ASN denotes the Absolute
Slot Number.
Fig. 6. Comparing joining times as obtained with the different beacon scheduling
algorithms as the number of beacon advertisers are varied in the TSCH network. Beacon
advertisements are restricted on 4 channels whereas data communication can go on all
16 channels.

5.1. Sparse Beacon Advertisement – Simulation study

To evaluate the performance of the proposed ‘‘Sparse Beacon Ad-
vertisement’’, we compare it with the Minimal configuration [21] and
the CFAS [31]. We have chosen the Minimal Configuration as it is the
most basic configuration for beacon scheduling and CFAS as it claims
to outperform most of the beacon scheduling algorithms.

We have considered a TSCH setup that has 101 slots, each 15
ms long, in every slotframe. Five such slotframes constitute a multi-
slotframe (Fig. 5), and every node transmits a beacon once every
multi-slotframe. The beacon transmission schedule repeats every multi-
slotframe, and hence a node should transmit a beacon every 505 slots.
This structure was chosen as it has been used in multiple literature
works [27,31]. Keeping the structure similar to other research works
makes it straightforward for us to compare our proposal with theirs.
For this setup, we have simulated Minimal, CFAS, and ‘‘Sparse Bea-
con Advertisement’’ algorithms using MATLAB and have compared
the average joining times encountered with each of these algorithms
when the number of beacon advertisers in the network is varied. The
average joining time is calculated by running 150,000 iterations. In
our simulations, the node can wake up anytime during the first multi-
slotframe of the simulation. It is assumed that the rest of the network
is synchronized, and every node transmits its beacon at its respective
slot from the beginning of the simulations. The time it takes for a new
8

Fig. 7. Comparing joining times as obtained with the different beacon scheduling
algorithms as the number of beacon advertisers are varied in the TSCH network. Beacon
advertisements are restricted on 4 channels whereas data communication can go on 12
channels.

node to receive a beacon is calculated as the difference between the
time instant a beacon was received and the time instant the node woke
up.

To implement our proposed algorithm, we have restricted the num-
ber of channels over which the beacon can be transmitted to be only
4. Therefore, channel offsets [0, 1, 2, 3] can be used for assigning links
for beacon transmission. These channel offsets will be translated to
physical channel based on Eq. (1) with 𝑁𝑐 = 𝑁𝑏 = 4. Accordingly,
the truth table will always pick one of the first four channels from
the channel hopping sequence. Also, in a multi-slotframe structure,
the slots corresponding to the ASN values [0, 101, 202, 303, 404] can be
used for transmitting beacons (Fig. 5). Alongside, we have also varied
the total number of channels configured for data transmission, and we
configured a total of 16, 12, and 8 channels for data transmissions.

Fig. 6 shows a comparison between the joining times observed
with Minimal configuration, CFAS, and the proposed algorithm when
a total of 16 channels are configured for communication and beacon
transmissions are restricted on only 4 of them. Similarly, Fig. 7 and
Fig. 8 depict the comparison when a total of only 12 and 8 channels
are configured for data transmission, respectively. We can observe that
even though CFAS performs better than the Minimal configuration
when there are multiple advertisers, it offers limited improvement in
the joining times when there are very few beacon advertisements. On
the other hand, the proposed algorithm performs much better than
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Fig. 8. Comparing joining times as obtained with the different beacon scheduling
algorithms as the number of beacon advertisers are varied in the TSCH network. Beacon
advertisements are restricted on 4 channels whereas data communication can go on 8
channels.

the other two beacon scheduling algorithms, especially when there are
fewer beacon advertisers.

5.2. Implementating a IEEE 802.15.4e-TSCH network

We have implemented a TSCH network using the 𝑛𝑅𝐹52840 SoC
from Nordic Semiconductor [8] to validate the performance of our
algorithm. The output transmission power of the SoC can be varied
from −20 dBm to +8 dBm, and its radio sensitivity is −100 dBm
at 250 kbps. These boards provide support for multiple low power
communication protocols, including the IEEE 802.15.4 standard, and
can be used to implement the MAC for IEEE 802.15.4e-TSCH as the
physical layer requirements for both standards are the same. We have
implemented the process of beacon advertisements in TSCH using the
parameters of the beacon enabled mode of IEEE 802.15.4 MAC. Since
IEEE 802.15.4 already has provisions for beacon transmissions, we
added the concept of channel hopping to the same to emulate the way
beacons will be transmitted in a TSCH network. Our implementation
concentrates only on beacon advertisements and does not focus on
data transmission or network topology formation. This has enabled us
to validate the performance of our algorithm without implementing a
complete TSCH MAC on our node. We have emulated the same TSCH
setup, including the slotframe and multi-slotframe structure, which was
used for simulations (Fig. 5).

Another objective of implementing the TSCH network was to mea-
sure the energy consumed by a node while it waits for an EB. Existing
implementations of TSCH are built on top of Contiki OS, which might
not give a proper indication of energy consumption. At any given time,
the OS might be running multiple background tasks that will then
add to the energy consumption of the node. Hence, we decided to
implement the beacon advertisements on IEEE 802.15.4 compatible
nodes to better understand the node’s energy consumption.

5.2.1. Details of implementation
To implement TSCH slots, beacon transmissions, and the sleep cy-

cles for the nodes, we have taken advantage of the superframe structure
already available in the beacon enabled mode of IEEE 802.15.4. For
every node, the active period of the beacon interval is restricted to
the duration of a single TSCH slot. The inactive period of the beacon
interval is calculated depending upon the period after which the beacon
needs to be transmitted again.

The active period, also called the superframe duration, of the bea-
con interval, can be calculated as 𝑆𝐷 = 𝑎𝐵𝑎𝑠𝑒𝑆𝑢𝑝𝑒𝑟𝑓𝑟𝑎𝑚𝑒𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 ×
9

2𝑆𝑂𝑠𝑦𝑚𝑏𝑜𝑙𝑠, where 0 ≤ 𝑆𝑂 ≤ 14 [10]. 𝑎𝐵𝑎𝑠𝑒𝑆𝑢𝑝𝑒𝑟𝑓𝑟𝑎𝑚𝑒𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 is 960
symbols long, and if we fix 𝑆𝑂 = 0, we get 𝑆𝐷 = 15.36 ms at 250
kbps. This is the closest we can get to the 15 ms slots of the TSCH
setup. In this manner, we can achieve uniform 15.36 ms slots for all
the nodes. Next, we know that the node should sleep for a duration
of 505 slots, i.e., 7.75𝑠. This can be achieved by setting an appropriate
beacon interval using 𝐵𝐼 = 𝑎𝐵𝑎𝑠𝑒𝑆𝑢𝑝𝑒𝑟𝑓𝑟𝑎𝑚𝑒𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛 × 2𝐵𝑂𝑠𝑦𝑚𝑏𝑜𝑙𝑠,
where 0 ≤ 𝐵𝑂 ≤ 14. If we set 𝐵𝑂 = 8, we can get 𝐵𝐼 = 7.86𝑠 at 250
kbps. With this setting, the node wakes up every 7.86𝑠 for a duration of
15.36 ms to transmit the beacon. The beacon contains information about
the current ASN value, the sleep duration of the node, and information
regarding channel hopping so that the new node can follow the beacon
once it receives it.

5.2.2. Bootstrapping the network
To bootstrap the network, one of the boards is configured as the

PAN coordinator, i.e., Node 0, which starts the network by advertising
beacons. Another node, i.e., Node 1, when it wishes to join the network,
wakes up and randomly chooses a channel among all the available
channels to wait for the reception of the beacon. After the beacon
is received, the node extracts the synchronization information from
the beacon and follows the beacon for some time to ensure that syn-
chronization has been established. Once this is ensured, another node
(Node 2) is brought into picture which can now get the synchronization
information from the beacon of either Node 0 or Node 1. When the
beacon is received, the node gets synchronized and starts transmitting
its beacon. In this manner, a node is added to the network, one at a
time, and depending upon which node’s beacon is used as the source
of synchronization information, its initial hop distance from the PAN
coordinator is established. For instance, let us consider the situation
where both Node 0 and Node 1 are transmitting beacons and Node 2
is waiting to receive a beacon. In case, Node 2 receives the beacon
from Node 0, both Node 1 and Node 2 are one hop away from Node 0.
However, if Node 2 receives the beacon from Node 1, Node 2 becomes
two hops away from Node 0. The initial topology of the network is in-
consequential when considering the time it takes for a new node to join
the network. Hence, we have not paid attention to identify the node
whose beacon is received by the new while joining the network. We
have focused on the time it takes for a new node to receive the beacon
and get synchronized with the other nodes in the network. Moreover,
the topology of the network is defined by the routing algorithm used.
Typically, in TSCH networks, RPL (Routing Protocol for Low Power and
Lossy Networks) is used, a dynamic protocol that eventually leads to an
efficient topology.

5.3. Sparse Beacon Advertisement – Experimental study

Fig. 9 shows the experimental testbed. In our experiments, we set
up a network consisting 4 nodes, all of which were synchronized at the
end of the bootstrap. This initial bootstrap synchronization is based on
beacons, and we have implemented the Minimal configuration and the
proposed Sparse Beacon Advertisement for beacon scheduling. For the
experiments, we have assumed that all 16 channels are available for
communication. Irrespective of the beacon scheduling algorithm, the
network is bootstrapped, as described in Section 5.2.2. We start with
the PAN coordinator (Node 0), and it starts advertising beacons with a
period of 7.86 s (Section 5.2.1). A new node joins the network when
it receives a beacon. Once a node has gathered the synchronization
information from the beacon, we make the node follow the beacon
for at least 5 multi-slotframes. This ensures that the new node is fully
synchronized and can now transmit its beacon. This way, we start with
a single node and keep adding one node at a time to the network.

To ensure that beacons are adequate to maintain synchronization
in the network, we have conducted a simple experiment. We program
a node to broadcast beacons at regular intervals over all 16 channels.
Another node is placed in the network, which at first listens for the
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Fig. 9. Testbed for implementing the IEEE 802.15.4e-TSCH network. The figure shows that the network consists for 4 nodes, one of them being a PAN Coordinator (Node 0) and
one of them being a new, unsynchronized node (Node 3).
Fig. 10. Comparing joining times as obtained with the different beacon scheduling
algorithms as the number of beacon advertisers are varied in the testbed implemented
for TSCH.

beacon and once it receives the beacon, it attempts to follow the beacon
for as long as it can. We ran multiple instances of these experiments
for extended periods (more than 8 hours). We observed that in every
instance, the node was able to follow the beacon across all the different
frequencies and did not miss the beacon even once after receiving the
beacon for the first time.

We have then evaluated the performance of both the beacon
scheduling algorithms in terms of the observed average joining times
and energy expenditure of a new node. More than 1000 iterations of
experiments are conducted to obtain the average value for the joining
10
Table 2
Comparing the energy consumed by a node while waiting for a beacon. The beacons
are scheduled using the Minimal Configuration and the proposed Sparse Beacon
Advertisement. The number of beacon advertisers are varied from 1 to 3.

Energy expenditure (J)

Number of Minimal Sparse Beacon Percentage
advertisers configuration Advertisement improvement

1 3.66 1.08 70.5
2 2.40 0.88 63.3
3 2.08 0.84 59.6

times and the corresponding energy expenditure. Fig. 10 compares the
average joining times obtained with the beacon being scheduled using
Minimal Configuration and the proposed algorithm. The number of bea-
con advertisers is varied from 1 to 3. We can see that the experimental
results closely follow the results obtained using simulations.

Next, we discuss the energy expenditure of a new, unsynchronized
node while it waits to receive a beacon. Since we have conducted ex-
periments for Minimal Configuration and our proposed Sparse Beacon
Advertisement algorithm on the 𝑛𝑅𝐹52840 boards, we consider average
energy spent by the nodes before they get to join the network for only
these two algorithms. The energy consumed by a node while waiting
for a beacon is a function of the time it takes for the node to receive the
beacon. Till the time a node receives a beacon, it needs to keep its radio
continuously ON. The total energy consumed before a node can join
the network is a function of the joining time, the current drawn during
this time and the voltage that the node was operating at. Therefore, if
a node has to wait for a longer duration before it can join the network,
it will consume more energy. Table 2 gives the details. We can observe
that the energy consumed is reduced by at least 60% when the proposed
Sparse Beacon Advertisement is implemented.
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5.4. Sparse Beacon Advertisement – Discussion and insights

Once we have implemented and evaluated the proposed Sparse
Beacon Advertisement for beacon scheduling in IEEE 802.15.4e -TSCH
network, several inferences can be drawn.

The first thing that we notice is that reducing the number of
channels used for beacon transmission reduces the joining time. With
fewer channels, the time it takes for a node to hop across the channels
and return on a particular channel is less than the scenario when the
node has to hop across a larger set of channels. Therefore, a ‘‘new’’
node waiting at a particular channel will encounter a beacon sooner
rather than later if the set of channels on which beacons are being
transmitted is restricted. This can be seen from the simulations results,
as depicted in Fig. 6, Fig. 7, and Fig. 8, and the experimental results,
as illustrated in Fig. 10. From the simulation study, it can be seen that
there are significant improvements in joining time when there are very
few beacons being advertised in the network. The joining time shows at
least 73% reduction when the proposed algorithm is employed instead
of transmitting beacons on each one of the 16 channels. Similarly, a
drop of at least 70% is observed when only 4 out of a total of 12 channels
are configured for beacon advertisements. When a total of 8 channels
are configured to be used for data transmission, a reduction of at least
62% can be observed when only 4 of them are being used for beacon
advertisements. Also, as the nodes need to wait for a shorter duration
before they encounter a beacon, they do not need to keep their radios
continuously ON for long duration looking for beacons. This leads to
a reduction in the energy consumed by a new node, as tabulated in
Table 2.

Even though we have restricted the number of channels for beacon
transmission, data can continue to be transmitted on all the available
channels. Despite this, we need not implement a separate channel
hopping sequence for beacon and data transmissions, as explained
in Section 5. This way, we do not have any additional memory re-
quirement for storing a separate channel hopping sequence with the
node.

Another significant inference that can be drawn from the obtained
results is that we can now have lower joining times even with few
beacons in the network. Therefore, moving forward, we can establish
that even for an extensive network, all nodes need not be advertising
beacons for quick joining times. It will suffice that a small subset of
nodes advertises beacons. Therefore, we can also avoid delays in joining
experienced by nodes due to beacon collisions that are mostly encoun-
tered when a large number of beacons are advertised in a network.
Additionally, for a network with energy-constrained nodes, this small
subset needs not be fixed and can be chosen based on the energy
available with the different nodes. Another method of selecting the
nodes that advertise beacons can be based on the number of neighbors.
Also, the number of nodes responsible for advertising the beacons can
be decided based on the expanse of the network.

We observed that when our proposed algorithm is implemented,
there are minor mismatches between the experimental results and
the corresponding simulation results. One of the reasons might be
that the total number of experimental iterations run to calculate the
average joining times is considerably less than the iterations run during
the simulation study. Another reason is that the parameters used for
setting up the TSCH structure are slightly different in simulations and
experiments. During simulations, consecutive beacons transmitted by
a node are 505 slots apart. Each of these slots is 15 ms long, and
ence the duration between consecutive beacons is 7.57 s. However,
s explained in Section 5.2.1, a single TSCH slot is now 15.36 ms, and
he duration between two consecutive beacons is 7.86 s. This amounts
o 512 TSCH slots between consecutive beacons. Therefore, we can see
hat while performing the experiments, the beacons are slightly farther
part than they are in simulations. This amounts to the joining times
btained using experiments being larger than the ones obtained using
11

imulations.
An important point to notice is that it is essential that the new node
s aware of the channels used for beacon transmissions, and it chooses
o listen for the beacon on one of these channels itself. Otherwise, there
s a non-zero probability that the node can select a channel over which
here are no beacon transmission. Considering that there are a total
f 𝑁𝑐 channels, out of which beacon transmissions are allowed on 𝑁𝑏

channels, this probability is (1 −𝑁𝑏∕𝑁𝑐 ). In such a situation, the node
can stay on the channel without ever receiving any beacon, which is
highly undesirable. However, as mentioned in Section 5, we can update
the list of channels used for beacon advertisements in the network while
configuring a node before deploying it in the network. This will avoid
the situation where a node can potentially pick a channel that is not
being used by the network for any purposes.

It should be noted that the network topology is not decided by
the manner nodes ‘‘join’’ the network. A node is considered to have
‘‘joined’’ the network once it receives the synchronization information
about the network. This can be received from any node in the net-
work. Routing protocols are responsible for the formation of network
topology. In TSCH networks, routing is accomplished using RPL. The
topology constructed by RPL for data transmissions is based on a
Destination Oriented Directed Acyclic Graph (DODAG). The topology
is built around a ‘‘root’’ node, which usually is the PAN coordinator.
The root node transmits DODAG Information Objects (DIO) messages
that trigger the topology formation process. These DIO messages are
transmitted from node to node in the network, which assists the nodes
discover their neighbors and potential parents [36]. The nodes can then
choose their respective parents to whom they will transmit their data.
Moreover, RPL is a dynamic routing protocol. Even if a node chooses a
parent initially, it can switch to a different parent, if it discovers that
routing through this latter node will result in better reliability in data
delivery as compared to the earlier route.

With the help of the proposed algorithm, we can not only reduce
the time a node takes to synchronize with the network but also lead to
a faster topology formation. In the usual case, the first timeslot of every
slotframe is reserved for transmission of control packets — beacons
and DIO messages. However, the priority of these DIO messages is
lower than the beacons and hence, at times, transmission of these
packets is delayed due to the ongoing beacon transmissions. This can
be entirely avoided with our proposal as with the beacons restricted to
few channels, links will be available over which routing packets can be
transmitted. This, in turn, will lead to faster routing handshakes and
subsequent data transmission.

6. Conclusion

In this work, we have studied networks where data transmissions
have associated deadlines. We have proposed methods that facilitates
quick access to the network resources so that data transmission dead-
lines are not compromised. We have worked with IEEE 802.15.4 and
IEEE 802.15.4e-TSCH networks. We have proposed a ‘‘Device Registra-
tion’’ algorithm using which the existing deployments of IEEE 802.15.4
networks can be made suitable for handling time-sensitive sporadic
data. The algorithm implements minor parameter modifications within
the existing MAC framework of IEEE 802.15.4. The results from the
implementation of the proposed algorithm achieve significantly higher
success probabilities with which a node can transmit its registration
request for accessing GTS resources to the base station. To support a
network with a large number of nodes that require timely data delivery,
employing IEEE 802.15.4e-TSCH proves to be beneficial. For these
networks, we have proposed ‘‘Sparse Beacon Advertisement’’, a beacon
scheduling algorithm that aims at reducing the joining times even when
there are few beacon advertisements so that the node can participate
in the network at the earliest. This was achieved by restricting the
number of channels over which beacons can be transmitted. The eval-
uation results show significant reductions in the joining times. Both
the proposed algorithms are evaluated rigorously with experiments and
MATLAB simulations. Energy expenditures are also studied for both
these algorithms and they reduce the energy consumed by a node while

accessing the network resources for communication.
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