NNSP-1
Homework #5

Instructor: Prof. Shayan Garani Srinivasa TA: Prayag Gowgi

‘ Solution for 8.5‘

Given : eigenvalue A\; = 1 + o2, corresponding eigenvector ¢; = s and R = ssT + oL
Consider
Rqy = ssTs + o2ls
=1Is+ ols
=(I+ 021) s
=Maq

‘ Solution for 8,15‘

Let us center ®(z;) using the empirical mean as follows :

_ 1 &
B(x;) = B(a;) — ¥ Z@(mi).

We define, Fij as follows :

Kij = (®(zi), ®(z;)).
Substituting equation (5) in equation (6) and simplifying we get

o 1 N - 1 N T 1 N N o
Kij=Kij — > () () — N > 0(xi) B (xn) + N2 DY e(am) 0(xn)
m=1 n=1 n=1

m=1

‘ Solution for 8,1’7‘
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(a) Learning curve of GHA for Lena image. (b) Learning curve of GHA for pepper image.

FI1GURE 1 — Learning curves of GHA

‘ Solution for 8.18‘
Given :

.1 €U [—1, 1].

1
2. T9 =3 + .

3. v € N(0,0.04).

4. Use Kernel Hebbian Algorithm.



Homework #5

FIGURE 2 — Kernel Hebbian algorithm for 2D data.

1. Visually, Figure 2 is similar to the Figure 8.13 in Haykin book.



