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PROBLEM 1:

If x( Z Ape??™ Ikt B[AL] = 0 and Ap’s are uncorrelated, examine if z(t) is WSS.
Solution: For a process to be WSS, we need to check two conditions:

1) Elz(t)] should be a constant with respect to time ¢t. Let us check it for our signal.

M M
Ela(t)] =) B[Ape®™H] = "B[AyE[e/*] = 0
k=1 k=1

2) Rgy(t1,t2) depends on only the time difference t; — to.

sz(tlatQ) = E[ (tl ZAkeﬂTffktl ZA?se—ijfltg

=1
M
k=11

As Ay’s are uncorrelated, if k # [, E[ALA]] = E[A;|E[A]] = E[A;]E[A;]* = 0. Thus,
M

E AkA* |E[e .7'27"(fkt1*flt2)]
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Ryz(ty, o) = ZE | Ay 2| B[ (feti—fit2)] — ZE[’Aklz]E[ejzwfk(trtz)]
k=1

Thus, this process is WSS.

PROBLEM 2:
Prove the following:

a) ’RX)((T)’ S RXX(O)
b) |Rxy(7)| < \/RXX (0)Ryy(0)
¢) Rxx(r) = Ryx(-7)

N N

d) ZZakaZ‘RXX(tk —t)>0 VN >0, Vt; <te <--- <ty and complex a;’s
k=1 I=1

Solution: Let us solve part b) first.



Ellz(t) —ay(t—7)]*) > 0
E(lz(t)]*] + a?|y(t — 7)]* — o’ z(t)y*(t — 7) — az*(t)y(t —7)] > 0O
Rz (0) + [’ Ry (0) — a* Ryy (1) — @R (1) 2> 0

differentiating w.r.t o, @Ry (0) — Ryy(7) =0 = o= gzzggi

T Yy T * R;y T
Thus, R..(0) + \%2}%(0) — Z E Oiny(r) ~ 5 Eog Ryy(t) > 0
vy yy vy
Rm(o)Ryy(O) > |Rry(7)‘2

[Rey (7)< ) R (0) Ry (0)

a) This result is obtained by substituting y = = in part b)

)
Ry (=) = Elz()a™(t - 7)]" = Elz"(t)z(t — 7)]
= E[z(t)z*(t — 7)] = Rya(T)
N
d) Let z(t) denote a WSS process. Consider y(t) = Z apx(ty —t)
k=1
N N
Blly()) > 0= B[S aa(ts — )Y a4 — 1) > 0
N N -
> araiEla(ty — t)z* (i —t)] = 0
k=1 =1
N N
Z Z aga; Ry (ty —t;)) > 0
k=1 =1
PROBLEM 3:

a) Only one of the switches S1, Sz and S is active at a time. S; closes twice as fast as Ss.
So closes twice as fast as S3.The signals are distributed normally as follows:

A~N(-1,4),B~N(0,1) and C ~ N (1,4)

S
B . Rx | x
c .

Figure 1: Switch

i) What is P(X < 1)7



ii) Given X > —1, which signal is most likely transmitted?

b) There are two roads from A to B and two roads from B to C. Each of the four roads
have probability p of being blocked by snow independently of all the others. What is the
probability of an open road from A to C?

Solution:

3
a) P(X <1) =) P(X <18, is active) P(S; is active).
=1
P(A<1) i=1
P(X <1]5;is active) = ¢ P(B<1) i=2 (1)
P(C<1) i=3

Computing the CDF for a variable M having normal distribution N (u, o%):

b 1 _(m=pw)?
P(M <) :/ e 202 dm
—c0 V2702
Considering y = ™, we obtain dy = ¥ and limits change to —co and b’ = £
b/
1 b— M —
P(M<b) = / eV 2y = P(Y <V = ") where Y = o
o V21 a o

Thus, let Y be a random variable having standard normal distribution N (u, 02).
P(A<1) = PY<(1-(-1)/2)=P(X <1)=0.8413
P(B<1) = PY <(1-0)/1)=P(X <1)=0.8413
P(C<1) = PY<(1-(1)/2)=P(X<0)=05
Similarly, for (ii),
P(A<-1) = PY<(-1-(-1))/2)=P(X<0)=05=P(A>-1)=05
PB<-1) = PY<(-1-0)/1)=P(X <-1)=0.1587 = P(B > —1) = 0.8413
PC<-1) = PY<(-1-(1))/2)=P(X <-1)=0.1587T= P(C > —1) =0.8413
The CDF for standard normal distribution is obtained from the table.
Now, P(S] is active) : P(S2 is active) : P(Ss is active) =4:2:1
= P(S] is active) = 4/7, P(S is active) = 2/7 and P(S3 is active) = 1/7.
P(X <1) = (4/7)x0.8413+ (2/7) x 0.8413 + (1/7) x 0.5 = 0.7925
P(X <-1) = (4/7)x0.54(2/7) x 0.1587 + (1/7) x 0.1587 = 0.3537 = P(X > —1) = 0.6463

When X > —1, the signal which was most likely to be transmitted is computed based on
aposteriori probability,

P(X >-1X=A)P(X=A4) 05x1

P(X = AIX > —1) = _ — 0.4421
( x> -1) P(X > —1) 0.6463
P(X > —1|X = B)P(X = B) _ 0.8413 x 2
P(X = BIX > —1 _ — 0.371
( x> -1) P(X > —1) 0. 6463 = 03719
P(X>-1X=C)P(X =C) 08413 x 1
P(X=C|X > 1) = _ — 01
(X =X >-1) P(X > —1) 06163~ 01899

Thus, the most likely transmitted signal is A.



b) Let r1 and 73 be roads from A to B and r3 and 74 be roads from B to C. The probability
that a road is not blocked is 1 — p. Thus,

P(Road open from A to C) = P(Road open from A to B)P(Road open from B to C)
P(Road open from A to B) = P(Road open from A to B) due to symmetry
P(Road open from A to B) = P(ry or r; is open)

= p(l-p)+ (1 —pp+(1-p?=1-p°
P(Road open from A to C) = (1 — p?)?

PROBLEM 4: Prove the Cauchy Schwarz inequality for random variables: For two random

variables X and Y,
|Cov(X,Y)| < +/Var(X)Var(Y).

Solution: Let X and Y be two random variables. Let us convert them to random variables A
and B which have zero mean and variance equal to 1.

a_ X-EX] g Y -EY]
ox oy

Now, as E[(A + B)?] > 0 and E[(4 — B)?] > 0, we have,

E[A? + B*+2AB] > 0= E[A% +E[B?% +2E[AB] >0
E[AB] > (—oa—o0p)/2=-1
E[A? + B* —2AB] > 0= E[A% +E[B% - 2E[AB] >0
E[AB] < (oca+oB)/2=1
= |E[AB]| <1

Equality occurs when E[(A 4+ B)?] = 0 or E[(A — B)?] = 0, i.e. when A = —B or A = B.
Considering X and Y,

|Cov(X,Y)| = |E[(X - E[X])(Y — E[Y])]| = |Elox Aoy B]|
= |oxoyFE[AB]| = |oxoy||E[AB]
< 0'%(0'52/

= Var(X)Var(Y)



