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e Good luck!
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PROBLEM 1: This problem has 3 parts.
(1) (a) Is the inverse of a causal LTI system causal? Justify. (b) Is a finite duration signal always stable?

Justify (5) pts.

(2) LetV be a vector space. Suppose VV; and W, are subspaces of V. Show that WW; + W, is a subspace

of V that contains W and W;. (10 pts.)

(3) Consider the space V spanned by the vectors vi = (12 1)1, vo = (10 1)T and vz = (0 —2 0)T.

Obtain the basis and dimension of V and V. (10 pts.)
Solution:
(Part 1a)

Consider the case H(z)=z"!, H"!(z) = z (anti-causal). consider the case H(z) = = ,

H~Y(2) =1+ 271 + .....oo(causal). One can have it causal or anti-causal.
In general, for any rational transfer function

P
St
k=0

H(z) = —F—,

1+ Zakz*’f
k=1

one can deduce condition for inverses to be causal depending on coefficients b;’s and a;’s. The trouble
is seen readily when by = 0.
(Part 1b)

Z,ICV:_OI |z(k)|* < oo = stable provided |z (k)| < ooVk.
(Part 2)

To prove Wy + W5 is a subspace of V', we need to show following properties. All other properties
of a vector space trivially hold true.

(1)

(a) Identity: 0eW,0eWo=—0=0+0ec W +Ws (deﬁnition of Wy + W2)

(b) Scalar multiplication Suppose a€R is an arbitrary real and z€W;+Ws. By definition 32, €W,
and 31 €W s.t. & = x1 49, therefore ax = a(x1 +x2)= ax1+axs. Since 1 < Wi ,ax; €Wy, Similarly
To € Wo —> axs € Wy. Therefore ax € Wy + Wby definition.

(c) Closure under addition

Let z,y € W1 + Wsbe arbitrary vectors in Wy + Ws

r1,x9 € Wiand y1,y2 € Wo sit. x =21 + 41

r1 + 29 € Wiand Y1+ Y2 € Wy s.t. Yy =22+ Y2

Therefore x 4 y= (z1 +y1) + (22 + ¥2)

z+ye W+ Wy,

(d) What remains to show is Wy C Wy + Wy, Wy C Wy + Wy and Wy + Wo C V.

Suppose 1 € W7 and 0 € Wy. Now 2 =z + 0€W; + Wa(definition). But, x € Wiwas any vector.
Every element of W is contained in W7 + W5. Similarly choosing x € W5 and 0 €W;, we infer the
same. Therefore W7 C W7 + Wy and Wy C Wy 4+ W,

Suppose x € Wy + Wy, Then dxq € W7 and zo € Wy such that z = 1 + 25. Now W7 C V and
Wy CV — x1,x9 € V. Therefore x = 1 + x5 € V. Therefore, Wy + Wy C V.

(Part 3)

(172:1)T (1707 1)T (0772a0)T
U1 (%) V3

Clearly v3 = vo —v3 = v1,v2,v3 are linearly independent.
But v, vs are orthogonal = linearly independent and span V.



Therefore, basics for V' is {%, %3} and dim(V) = 2.

Letu=-5(1 0 1) +e0 -1 0) eV

T
uz(% —C2 %) eV
Letv:(a b C)TEVL
(u,v>:0:>a—\/621—b62+“1*

o=
a+c¢=0and b= 0 is admissible.
1
So a basis for V71 is % 0 | and dim(V+) = 1.
-1

At least you must have realized that dim(V) + dim(V+) = 3 and got dim(V ™).



PROBLEM 2: This problem has 2 parts.

(1) Suppose the joint probability mass function (pmf) Pxy is uniform over all the three corners of an
equilateral triangle whose base has vertices at (—a,0) and (a,0). Obtain the marginal pmfs. Are
the random variables (a) independent (b) correlated? (10 pts.)

(2) Consider the random process S(t) = A cos(wt) + B sin(wt), where w is a constant and A and B are
random variables. (a) What is the necessary condition for this process to be stationary? (b) If A and
B are uncorrelated with equal variance, then S(¢) is wide sense stationary. Justify if the statement
is correct. (15 pts.)

Solution

(0,v3a)

(=a,0) (a,0)

(Part 1a) You could also have (a, — 3a) (flipped vertex) - it does not matter.

Day x=-a | x=0 | x=a
y=0 | 1/3 [ 0 [1/3
y=v3a | 0 /31 0

p(X =0)= Zypxy(X =0,Y =y) = % Similarly px (X =a) = % and px (X = —a) =

=

p(Y =0) =3, pxy(X =2,Y =0) = 3, and py(Y = V3a) = g
Examine pxy (X =0,Y =0) =0 # px (X = 0)py (X =0) = %
Therefore, RVs are not independent statistically.

(Part 1b)

BE(X) =Y, wx(X =) = 3(=a) + 3(0) + 3(a) = 0,E(Y) = 3, yp, (Y = y) = 5(0) + 5(v/3a) =
G E(XY) =3, wyPxy(X =2,Y =y) = 5(0) + 5(0) + 5(0) = 0

E(XY)— E(X)E(Y) =0 is satisfied. They are uncorrelated.

(Part 2a)

Since we need only a sufficient condition, we can enforce any property of a stationary process to
obtain a sufficient condition.

Approach 1:

A stationary process is a WSS. Therefore, any or all conditions in Part 2b is are sufficient conditions.

Approach 2:

We can further enforce conditions of shift in variance on higher order moments:

a) E(s*(t)) must be independent of ‘¢’ for k = 1,2, 3, - --. This would result conditions on E[A' B*~!]
[ = 0,1,---k. However, the derivation of these conditions use the orthogonality of sin (kwt) and
cos (kwt). The derivations are not trivial.

(Part 2b)

For a WSS process, mean(s(t)) is a constant and autocorrelation must depend only on the lag.

E(s(t))
E((Acos(wt) + Bsin(wt))
E(A) cos(wt) + E(B) sin(wt)

o (t)



Ry(t,t+7) = E(s(t)s(t + 7))
= E((Acos(wt) + Bsin(wt)) (A cos(w(t + 7) + Bsin(w(t + 7)))

[E(A?%) + E(B?%)] cos(wT) + %[E(A2) — E(B?)] cos(2wt — wr)

+ —E(AB) % 2 % sin(2wt + wT)

N = o —

Necessary condition: In the above cos (wt) and sin (wt) are linearly independent. Therefore, for
e (t) to be independent of ¢, we need E(A) = E(B) = 0. Similarly, cos(2wt — w7) and sin(2wt + wr)
are linearly independent. Therefore, for Ry(t + ¢+ 7) to only depend on 7, E(AB) = 0 and E(A?) =
E(B?) = k.

Sufficient condition: If E(A) = E(B) =0, then p (t) = 0. If E(AB) = 0 and E(A?%) = E(B?) =k,
then Rs(t,t + 7) = kcos(wt). Therefore the process is WSS.
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PROBLEM 3: This problem has 2 parts.

(1) If the low pass filter in a QMF bank is linear phase, the overall transfer function between the recon-
structed output and input is guaranteed to be linear phase. Examine if this statement is true/false.
Justify. (10 pts.)

(2) Suppose the low pass filter in a two-channel QMF bank is given by Hy(z) = 2462714272453+
275, obtain a set of stable synthesis filters for perfect recovery. Sketch the polyphase implementation
schematic. (15 pts.)

Solution:

(Part 1)

From polyphase decomposition, for a QMF bank,

Hy(z) = Eo(2%) + 27 1By (2%),
Hy(z) = Eo(z2) — z_lEl(ZQ),

1 _
T(2) =5 [Hi(2) = Hi(2)] = 227 Eo (") Ea (%),
Suppose Hy(z) is linear phase, i.e., ho[n] = ho[N —n] = Hy(2) = 2~V Hy (2), where N is the

order, let us consider 2 cases:
(a) N+1 odd :

Eo(2%) = ag +azz™? + ... +asz"N=2 4 4apz N,
E1(22) =a;+asz 2+ ... 4+ a1z~

Ey(2?) and E;(2?%) are clearly linear phase filters. Therefore, 227! Ey(22)F;(2?) is a linear phase.
(b) N+1 even:

Ho(z) =ao+ a1z % + oo, +agz" N,
EO(ZQ) =ag + (122_2 + . + alz—(N—l)’
Bi(2?) = a1 +azz %+ apz V.

— Eo(22)E1(2%) = 2 2NV"YEy(27?)Ey(27%) = linear phase.

Therefore, 21 Ey(22)F;(2?) is Linear phase.
(Part 2)
For perfect recovery,

Ho(2)Fo(z) + Hi(2)Fi(z) = cz™™,

Writing

Hy(z) = Eo(2°) + 271 E1(2%)
Hy(2) = Ey(2?) — 27 By (27),



Let
—(no)
cz
F F = ——
O(Z)+ 1(Z) 2E()(Z2)
—(no+1)
cz
F — F; =
0(2) 1(2) 2 Ep(22)
This gives,
1 271 1
F — ~—(no—1)
O(Z) 4CZ [E()(Zz) + El(z)z]a
1 - 1
Fi(z) = zcz_("“_l)[ i +

We have Eg(22) = 2+ 272, Ey(2?) = 6 + 5272 + 2%, Since m and ﬁ are stable, the
reconstruction filters are also stable.
Choose ng = 1 and ¢ = 4, we have the polyphase representation of Fy (z) and F} (z) as

Fo(2) = 2By (2%) + By ' (2%),
Fi(z) = 27 By (22) + By 1(27).

The polyphase implementation is shown below:




PROBLEM 4: This problem has 2 parts.

(1) Suppose a discrete time signal z[n] is first upsampled by 13 followed by downsampling and up-
sampling by 3 and downsampling by 13 in the process of sampling rate conversions without any
filtering operations in-between. Obtain the frequency domain response at the output after all your
simplifications. (5 pts.)

(2) We need an efficient sampling rate conversion from 32 Ksamples/s to 48 Ksamples/s. From first
principles, derive a fully efficient multirate architecture with all associated filters. Sketch the schematic

of your multirate system. (20 pts.)
Solution:
(Part 1)
yln]
o] 113 13 13 113 —s
yln]
Xl 13 T13 113 T3 b——
x[n] y[n]
13 T3

Yz = %[%(z) + 2(zWs) + 2(2W3)], W3 = eI%

(Part 2)
48k _ 3

Consider rate isgr = 5 = 1.5 we need an architecture of the form

Xl J13 H(z) g Y
Xin] 13 Ro(22)
721
yIn]
Rl(Zz) 217/
XIn] T3 Ro(z?) z73 z? 12

y[n]

13 Ryi(z%) 12




X[n] 13 23 Ro(z2) 22 12
13 Ry(z%) 12
yln]
XIn] z1 13 Ro(z2) 12 z W
13 Ry(z%) 12 :
yln]
X[n] 21 12 13 Ro(2) .
12 13 Ry(2)
y[n]

Using type 2 polyphase decomposition again,

Ro(Z) = ROQ(Zs) + ZilR()l(ZS) + ZizRoo(ZB),
Rl(z) = ng(zs) + Z_an(ZS) + Z_2R10(23).

x[n]

z71 12 T3 Roo(z®)
21
R01(Z3)
21
R02(23) zZ [
12 T3 Rio(z3)
21
Ry1(23)
21
Ri5(23)

y[n]



x[n]

z1 12 Roo(Z) T3
41
Ry1(z) T3
41
Rz (2) T3 z [
12 Roo(2) T3
41
Ry1(z) T3
21
Ry2(z) T3

y[n]




